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1.1 Abstract 

 “Analysis of students marks and predicting them by logistic regression “this is an predicting 

applications of the students mark details, by using the python language. In this the analysis are made of 

every student of the particular class and predicting the percentage of passing students in each subject and 



overall passing percentage of the students in the class. We can also represent the predicted results of the 

students in graphical representation by plotting in bar diagram, pie chart and different kind of plotting 

method. The main purpose of the project is to identity whether the students result is pass or fail in the 

class by fixing the threshold value. We use logistic regression for this operation because the algorithms 

perfectly suits for our project by which it can be predicted by “pass” or “fail” /”0” or “1” /” yes”/”no”. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER – I  INRODUCTION 

1.2 Project Overview 

1.2.1 Introduction 

“Analysis of students marks and predicting them by logistic regression “this is an predicting 

applications of the students mark details, by using the python language. In this the analysis are 

made of every student of the particular class and predicting the percentage of passing students in 



each subject and overall passing percentage of the students in the class. We can also represent 

the predicted results of the students in graphical representation by plotting in bar diagram, pie 

chart and different kind of plotting method. The main purpose of the project is to identity 

whether the students result is pass or fail in the class by fixing the threshold value. We use 

logistic regression for this operation because the algorithms perfectly suits for our project by 

which it can be predicted by “pass” or “fail” /”0” or “1” /” yes”/”no”. 

 

  

1.2.2 Scope 

The scope of the project is used to bring the outcome of the students details regarding the 

academic of the candidates. We can classify them into different norms and category by 

classifying the dataset, we can predict different type of possibilities of in various subjects. We 

predict outcome like passing percentage of the students in each subject and overall subject of 

each students. Finally, we can also plot the outcome predicted values in histogram and we can 

perform them in the graphical representations. 

 

 

 

 

 

 

 

1.2.3 Problem Statement 

In this project the major problem was all the data are manually for each students and employees 

for the database due to is the time duration is to long huge man power is involved so that the new 

system in this project evaluate out comes of search problem in this project   



 

1.2.4 Product position statement 

 

For 

 

For COE of College  

 

Who 

 

 

Staff members. 

 

That 

 

It is more flexible. 

 

Our Product 

 

 

Provide up-to-date information and easy to 

maintain all the details. An classify them and 

make prediction and represent them in 

graphical representation manner 

 

 

  



 

 

 

 

 

 

 

 

 

 

 

SYSTEM ANALYSIS 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER – II  SYSTEM ANALYSIS 
 

2.1 System Study 

2.1.1. Introduction 

                                     The system study of “Analysis of students marks and predicting them by 

logistic regression “is that since the data of the students were stored in excel data format due to which 

the staff remembers of the class are facing problems in getting the proper results .so in this I have 

proposed the new way representing the data into graphical representations by which the staff members are 

able to identify the results easily.  

2.1.2. Over view 

Analysis of students marks and predicting them by logistic regression, this is an predicting 

applications of the students mark details, by using the python language. In this the analysis are made of 

every student of the particular class and predicting the percentage of passing students in each subject and 

overall passing percentage of the students in the class. the data of the students were stored in excel data 

format due to which the staff remembers of the class are facing problems in getting the proper results .so 

in this I have proposed the new way representing the data into graphical representations by which the staff 

members are able to identify the results easily. We can also represent the predicted results of the students 

in graphical representation by plotting in bar diagram, pie chart and different kind of plotting method. The 

main purpose of the project is to identity whether the students result is pass or fail in the class by fixing 

the threshold value.  

 

2.1.3 Proposed System 

 Representing the new way of present the data into the graphical reorientations. 

  



 

2.1.5. 1 ABOUT CLASSIFICATION DETAILS OF THE PROJECTS 

Purpose 

To produce the complete details about the classifications and prediction. 

Overview 

The user, who wants to know about the prediction of any case, can easily get the details 

in graphical representations. 

Entry Criteria 

The users can directly import the data set, train and test them to get predictions.  

Input 

Here the input is test data from the data set. 

Steps involved 

Import .csv file into the python and perform the code form train and test using 

classification algorithms and make predict the desired output. 

Output 

The required detail is shown to the knowledge seekers.  

  



 

2.2 Feasibility Study 

2.2.1 Introduction 

The scope of the document is to define the system requirements “Analysis of students marks 

and predicting them by logistic regression “ software. The impact can be either positive or negative. 

When the positives nominate the negatives, then the system is considered feasible. Here the 

feasibility study can be performed in two ways such as technical feasibility and Economical 

Feasibility.  

2.2.1.1 Technical Feasibility: 

 We can strongly says that it is technically feasible, since there will not be much 

difficulty in getting required resources for the development and maintaining the system as well. 

All the resources needed for the development of the software as well as the maintenance of the 

same is available in the organization here we are utilizing the resources which are available 

already. 

2.2.1.2 Economical Feasibility  

 Development of this application is highly economically feasible .The organization 

needed not spend much money for the development of the system already available. The only 

thing is to be done is making an environment for the development with an effective supervision. 

If we are doing so, we can attain the maximum usability of the corresponding resources .Even 

after the development, the organization will not be in condition to invest more in the 

organization. Therefore, the system is economically feasible.  

 

 

 

 

 

 



 

 

 

 

 

 

 

SYSTEM CONFIGURATION 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER – III   System Configuration 
 

3.1 Requirement Specification 

3.1.1 Hardware Requirements 

                                         Processor          : Intel i3 processor 

                                         RAM                 : 4 MB 

                                         Hard Disk         : 500 GB 

                                         Input/Output     : Keyboard, mouse, monitor 

3.1.2 Software Requirements 

                                          Front End            : python 3.5 (juypter) 

      Back End             : Excel file (CSV FORMAT) 

                                          Documentation    : Microsoft Word 2013 

 

 

 

 

 

 

 

 

 

 



3.3.2 Reliability 

3.3.2.1 SUPP18 Availability 

 This system will be configured as an online website, hence it will be accessible at24*7 

days. 

3.3.2.2 Robustness 

 For every invalid input from the user, the system should display a meaningful error 

message explaining in what format the input is to be fed into the system.  

Ex: Error message for invalid Username or Password in login screen 

“Invalid Username”, “Incorrect Password” 

 Session should not expire in between the operations. 

3.3.2.3 SUPP20 Accuracy 

 The result should be accurate. 

 The reports should give accurate data. 

 Transactions should not be collapsed in between operation. 

3.3.2.4 Safety 

 Information maintained in the system should be kept confidential especially the user 

details. 

 

 

 

 

 

 

 



3.3.3 Performance 

3.3.3.1 Response Time 

 Average system response time should be less than five seconds to open the forms, to do 

the events and to display the result and to generate the report etc. 

3.3.3.2 Capacity 

 It should allow maximum number of users to access the system at the same time. 

3.3.3.3 Utilization of resources 

 CPU utilization should not exceed 25% when the application is functioning.  

3.3.4 Supportability 

3.3.4.1 Adaptability 

 Deployment time for new version should not take much time.  

 System should support all web browsers. 

 Application should run in windows family such as Windows XP, Windows 7. 

3.3.4.2 Maintainability 

 Code should be developed in such a way that it should be maintainable, so define the 

coding standard and follow it strictly. 

3.3.4.3 Reusability  

 Create some components as reusable components, so that it can be integrated with other 

system. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

CONCLUSION 

AND 

SAMPLE SCREEN SHOTS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER – IV   SCREENSHOT 
 



4.7 User Interact Page  

 

 

The anaconda IDE 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

The main window of juypter  IDE 



 
 

The editing window in juypter 

 
 

Importing the packages and basic file to perform the prediction. 

 
Reading the .csv file(raw data) 

 

 

 



Extracting the data in the csv file

 

Creating the object for the csv file  

 

Showing the first 5 values 

 

Showing the last 5 values  

 

Describing the maximum mars in the each subject. 



 

 

 

Showing the attribute in the vertical order. 

 

 

 

 

 

 

Showing all the register numbers 



 

 

Showing the 5
th

 record of the dataset 

 

 

 

 

 

 

 

 

 

Selecting the particular attributes and there corresponding values: 



 

Selecting and showing first 5 records:

 

Selecting the 25
th

 record and showing the 1
st
 values of the record: 

 

 

 

 

 

 

 

 

 

 

Selecting and showing the columns of the trained records. 



 

Showing the entire data of the whole record without the attribute: 

 

 

Selecting the 26 rows and 10 columns: 

 

 

 

 

 

 

 

Counting the number of records: 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

Showing the records in descending order: 



 

 

 

 



 

 

 

Showing the values of the particular attribute of the dataset:  

 

 

 

Showing the 5 fields of the attributes: 



 

 

 

 

 

 

 

Showing the IOT subject students mark details: 



 

 

 

Showing the DOS subject students mark details: 

 



 

Showing the ASP.NET subject students mark details: 

 

 

 

 

 

 

 



Showing the MOBILE APPLICATION subject students mark details: 

 

Predicting the null values: 

 

Making the cross table function: 

 

 

 

 



Representing the number of male and female in bar chart: 

 

 

 

 

 

 

 

 

 

 



Marks greater than 50 in IOT subject: 

 

 

Marks greater than 50 in DOS subject: 

 

  



CHAPTER – V  CONCLUSION 

 

5.1 Conclusion 

 This project has been successfully developed and interpreted and system was developed 

according to the user requirement. 

 The system produces accurate result and it also reduces a lot of overheads, which the 

manual system faced.  

 The system was thoroughly tested according to the testing methodologies. 
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